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**Introduction**

As the number of satellites in low Earth Orbit has increased, it has become more important for communication dishes on Earth to keep continuous contact with their respective satellites. It can be a painstaking process for the dish to find and lock onto the satellite that was lost manually. Real-time machine learning utilizes special techniques to parse raw input data and teach itself without requiring human assistance [1]. This paper will investigate real-time machine learning and will examine both how a real-time machine learning model can be developed and how it has been applied.

**Applications**

*Tracking Heart Disease*

Researchers have proposed using real time machine learning to detect early-stage heart disease in patients [2]. In this proposal, researchers created a model which utilizes Apache Spark Streaming to synthesize data from multiple socket sources, including wearable medical devices and healthcare databases. The data is processed through the machine learning model and relevant data is fed back into the model to improve predictions. The database input data contains records of both individuals with heart disease and individuals without it. By using different health attributes from members of both categories, the model performs calculations and can generate key insights as output.

The work was carried out on a Linux machine equipped with a core i7 processor and 8 gigabytes of RAM. The relatively low-cost equipment used to carry out this project demonstrates that the majority of cost in implementing real time machine learning comes in the time spent creating the model itself. The model does not require advanced hardware to run. By using the Spark and Cassandra models to build upon their technology, these researchers emphasized creating a scalable model that can be used for increasing amounts of data as the platform grows.

**Technology behind Machine Learning**

*Traditional vs. Real-Time*

As opposed to traditional, *supervised,* machine learning, real-time machine learning is *unsupervised* [3]*.* This means that it uses input data that is unlabeled. In a traditional setup, a human with domain expertise will have to manually label datasets that are fed into the model. The model then takes the input data and processes it accordingly to identify relationships between certain variables. Supervised learning models are usually more accurate, but they can only be trained offline, after a human has put in time to make the data readable for the machine [4].

On the other hand, unsupervised learning means that the during runtime, the machine takes in raw, unlabeled data, and processes it the best way it can. Although initial performance for a real-time system will not be as accurate as a traditional one, the real-time system will be able to run without requiring human assistance, and the model will never have to be shut down for additional model training [5].

*Real-time Techniques*

Real-time systems process unfamiliar data by using different techniques, including clustering, association, and dimensional reduction [5].

Clustering is when raw input data points are grouped together and represented by patterns and structures rather than by labels. Different types of clustering will group data points in different ways, with some mandating that a data point must belong to a single cluster and others allowing data points to be in contact with multiple groups. Eventually, after many cycles of data processing, the clustering techniques all normalize, and the data is grouped accurately [5].

Another technique real-time systems utilize is association. The model will use multiple “rules” to see if a particular data point has a relationship with another. By observing multiple different parts of a particular data point, the model will use “rules” to see if any other data points have matching data attributes [5].

One more technique a real-time system will utilize is dimensional reduction. This is when the model will reduce a data set’s complexity or size in order to process it more quickly. Since all calculation is happening in real-time, a system might not have the processing capability to handle all the data that is being fed. Traditional models are offline, so they have the luxury of spending additional processing time while reading new data, but a real-time model needs to find a way to improve its performance. Reducing data complexity can allow a model to perform better and output readable data [5].

**Implementation Requirements**

Although there are many different approaches to begin building a real-time model, many approaches follow similar processes. The first thing that needs to be created is a place for the model to be stored. Some models do this by utilizing NoSQL Databases in the cloud, and some do this by storing them locally until release, at which time they deploy the model on their systems [6]. Real-time models also require a framework that can deal with large amounts of input data. Some of these frameworks include Apache Spark and TensorFlow [7]. Developers can utilize these frameworks and their built-in data manipulation functions in order to build models that fit their use-cases.
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